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Figure 1: (a) We propose a dynamic Bayesian network that integrates prior knowledge and a large language model (LLM)’s
contextual knowledge to support multimodal interactions. An example of our approach, Interaction Intent-driven Dynamic
Bayesian Network (IXDBN), models the user’s intent (𝐼 )-to-action (𝐴) process based on observations (𝑂). (b) Our approach
enables adaptation to various contexts and scalability to different multimodal inputs. (c) During interaction, the IXDBN acts as
an inference engine on a wearable device, inferring a user’s interaction intent dynamically on-the-go. In this example, the
user’s gaze is directed at a light fixture while performing an opportunistic tangible input–pressing and sliding upward on a
nearby surface. The IXDBN collects these multimodal signals as evidence over time, interpreting them as an intent to adjust
the lighting, and executes the inferred interaction intent of brightening the light.
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Abstract
Multimodal context-aware interactions integrate multiple sensory
inputs, such as gaze, gestures, speech, and environmental signals,
to provide adaptive support across diverse user contexts. Building
such systems is challenging due to the complexity of sensor fu-
sion, real-time decision-making, and managing uncertainties from
noisy inputs. To address these challenges, we propose a hybrid
approach combining a dynamic Bayesian network (DBN) with a
large language model (LLM). The DBN offers a probabilistic frame-
work for modeling variables, relationships, and temporal dependen-
cies, enabling robust, real-time inference of user intent, while the
LLM incorporates world knowledge for contextual reasoning. We
demonstrate our approach with a tri-level DBN implementation
for tangible interactions, integrating gaze and hand actions to infer
user intent in real time. A user evaluation with 10 participants in an
everyday office scenario showed that our system can accurately and
efficiently infer user intentions, achieving 0.83 per frame accuracy,
even in complex environments. These results validate the effective-
ness of the DBN+LLM framework for multimodal context-aware
interactions.

CCS Concepts
• Human-centered computing→ HCI theory, concepts and
models; •Computingmethodologies→Modeling methodologies.

Keywords
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1 Introduction
Multimodal context-aware interactions refer to interactions that in-
tegrate multiple sensory inputs, such as gaze, gestures, speech, and
environmental signals, to provide adaptive real-time support across
a wide range of user contexts [52, 53]. Such interactions aim to
respond dynamically to user intent and environmental changes, us-
ing data from various sources to infer meaning and deliver services
or control devices seamlessly. For instance, a smart home system
may combine gaze tracking, voice commands, and hand gestures
to control lights or appliances, while an augmented reality (AR)
interface could use gaze data, accelerometer input, and geometry
of objects in the environment to adjust their visibility, placement,
or level of detail of user interface elements.

The idea of multimodal interactions was pioneered by "Put-That-
There" in 1980, which demonstrated intuitive interactions with a
computing system using speech and hand gestures [7]. Since then,
research has expanded to explore combinations of different types
of user input. For instance, gesture input has commonly been used

with eye-based inputs, such as gaze [11] and blinking [69] to disam-
biguate otherwise error-prone user inputs [33], such as gaze input
alone. Many input types have been explored for multimodal inter-
actions, such as tongue movement [20] or facial expressions [73].

The integration of new input modalities for existing applications
is difficult to achieve [39]. One common approach is to develop
tools that enable end users to define mappings, such as mapping
rules between body gestures and an interface output [18]. These
tools take different mechanisms, for example, the trigger-action
paradigm [21] or programming by demonstration [41].

Beyond supporting diverse user input modalities, multimodal
interactions must also adapt to contextual changes that users ex-
perience (e.g., transitioning from a private to a public space) [52].
Prior work has explored context-dependent multimodal interaction
in various settings, including smart homes systems [36], design
studios [1], vehicles [19], and accessible spaces [67]. These studies
demonstrate the interaction benefits of pre-designed context-aware
interactions tailored to specific environments.

A key characteristic of an ideal system would be to continuously
adapt to user input flexibly, spanning different input modalities and
evolving contexts to provide interaction support that feels natu-
ral and fluid across different scenarios. Building such multimodal,
context-aware interactions presents several challenges. Sensor fu-
sion, or combining and interpreting data from multiple, often noisy
input sources, is complex and error-prone. Multimodal context-
aware interaction systems must not only process data in real time
but also need to understand the user’s intent across varied contexts,
which can change dynamically. Furthermore, handling uncertainty
and errors from sensor inputs, such as false gesture detection or
gaze drift, adds another layer of complexity.

In this paper, we introduce a novel approach to address these
challenges and support multimodal, context-aware interaction (Fig-
ure 1). The main components of our computational framework are
a dynamic Bayesian network (DBN) to model users’ real-time intent-
to-action process, and elicitation from a large language model (LLM)
to integrate contextual and domain-specific reasoning (Figure 1a).

The DBN provides a probabilistic framework for integrating real-
time user input, allowing us to handle the uncertainties inherent in
these systems. By updating its beliefs dynamically as new data be-
come available over time, the DBN can infer user intent even when
some inputs are noisy or incomplete. The DBN models variables,
their relationships, and temporal dependencies, enabling contin-
uous tracking of context and more accurate, real-time decision-
making while making the model more transparent and explainable.
Additionally, the DBN’s structure supports the fusion of diverse data
streams, offering a robust mechanism for managing multimodal
interaction.

We model relationships between inputs and outcomes using
DBNs and extend the flexibility of our framework by incorporat-
ing a large language model (LLM) to introduce world knowledge
and generalize beyond explicit DBN models. The LLM dynamically
applies contextual and domain-specific reasoning, allowing the sys-
tem to infer relationships and outcomes that the DBN may not
explicitly model. This hybrid approach leverages the LLM’s ability
to process unstructured inputs like natural language and abstract
concepts, enhancing the DBN’s inference capabilities and enabling

https://doi.org/10.1145/3708359.3712070.
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more adaptive, intelligent interactions across varied, evolving con-
texts.

To demonstrate our computational framework, we model gaze
and touch interactions on opportunistically available surfaces using
our Interaction Intent-driven Dynamic Bayesian Network (IXDBN),
as illustrated in Figure 1. Our system processes a stream of gaze data
from an AR headset and touch input from a ring-based wearable
device to infer which objects the user intends to interact with
and how. In Figure 1c, the user looks at a light fixture and slides
their finger upward to brighten the light. In this example, our DBN
processes data from these two input streams, but it is designed to
be easily extended to additional user input streams as needed.

We evaluated our implementation with 10 participants in an
everyday office setting. Participants used gaze and surface-based
touch gestures to interact with various Internet of Things (IoT)
devices and AR elements. Results show that our system accurately
infers user interaction intentions with low latency, even in chal-
lenging scenarios involving overlapping objects and closely placed
items.

The main contributions of this work are:

(1) A hybrid DBN+LLM framework that integrates probabilis-
tic modeling and world knowledge to enhance inference
capabilities in multimodal, context-aware interactions.

(2) A system implementation to demonstrate the effectiveness
of our approach, which processes streams of gaze and touch
input, models the user’s intent-to-action process from obser-
vations, and infers the interaction intentions on-the-go.

(3) A user evaluation demonstrating accurate and low-latency
online inference of user intentions.

2 Related Work
We discuss related work on multimodal context-aware interactions,
uncertainty modeling in human-computer interaction (HCI), the
use of natural inputs for embedded interactions, and applications
of dynamic Bayesian networks (DBNs).

2.1 Multimodal Context-Aware Interactions
Previous works on multimodal interactions explored a combined
use of various input modalities, including gaze [11, 20, 40], ges-
ture [11, 46], pen, and speech [7], utilizing information in multiple
channels to enable rich and efficient interaction. Many approaches
use separate modules to process individual input modalities into
individual decision outputs, and later combine multiple decision
outputs together to make an interaction decision. However, in such
approaches, the combined decision heavily relies on individual de-
cisions, making it prone to error stemming from uncertainty in
individual modules.

Incorporating contextual information further allowed context-
dependent interactions in various contexts, such as smart homes [36],
design studios [1], vehicles [19], public spaces [65], and accessible
spaces [67]. Authoring these interactions could be enabled through
end-user authoring tools [18, 21, 41] for end users to author mul-
timodal interactions themselves, providing flexibility in tailoring
interactions to their everyday use. However, they require prede-
fined interaction mappings, making this approach difficult to scale
to many contexts. In this work, we address the reliability and scala-
bility challenges of multimodal context-aware interaction systems

by integrating both input modality diversity and contextual adap-
tation through a DBN-based framework that incorporates elicited
knowledge from an LLM.

2.2 Probabilistic Modeling in HCI
HCI modeling aims to represent, explain, and reason about interac-
tions [51]. Uncertainty often arises in interactions, making them
hard to model with deterministic language. Uncertainty can occur
in various phases of interacting with an interface. Schwarz synthe-
sized that within an interaction, uncertainty may stem from sensor
noise, input interpretation, or application actions [61]. Probabilis-
tic modeling allows for reasoning under uncertainty and can be
integrated with established models and theories.

Sensing input presents many uncertainties. Touch-based input
is commonly used for today’s flat-screen devices. Unfortunately,
problems such as the “Fat Finger” problem and palm rejection often
trigger false input sensing. Probabilistic modeling approaches, such
as the utilization of Bayes’ rule [5] and probabilistic inference using
a particle filter [59], can mitigate uncertainty and improve input
accuracy. In input interpretation, probabilistic modeling can extend
classic HCI models such as Fitts’ Law, allowing for its extensions to
2D pointing [24], pointing at targets of arbitrary shapes [25], and
integration of prior knowledge [76]. At the application interface
level, Bayesian Information Gain (BIG) has been introduced as a
probabilistic framework that can generalize to various applications,
such as navigation [43], file retrieval [44], and information explo-
ration [64]. Besides providing reasoning under uncertainty, BIG
also offer the benefit of efficient interactions.

Moving toward new computing interfaces, spatial computing
interfaces bring additional uncertainties due to the complexity
of spatial environments [12, 14] and ambiguity in natural input
modalities [61]. We address these uncertain interactions in this new
computing paradigm, with a DBN that can incorporate previous
HCI knowledge, and propagate belief with continuously updated
evidence.

2.3 Applications of Dynamic Bayesian
Networks

Dynamic Bayesian Networks (DBNs) are probabilistic graphical
models that are powerful tools for reasoning under uncertainty
in problems involving the temporal dimension [49]. Applications
of DBNs span diverse disciplines, such as medical diagnosis [10],
gesture recognition [66], operation risk assessment [4], , and identi-
fication of gene networks [77]. This is largely due to the benefits of
DBNs that can integrate dispersed knowledge from various sources,
such as domain knowledge from experts [54], contextual knowl-
edge [70], and data-driven knowledge [23]. In general, they are
capable of information fusion [74], including fusing multimodal
sensor readings [63]. At the same time, they are also inference
engines, making them capable of inferring based on integrated
knowledge.

To enable multimodal inputs in HCI, Pavlovic discussed ideas re-
garding the use of DBNs for information fusion for human-computer
interfaces [55]. This approach has since been adapted for adjacent
disciplines such as gesture recognition [66], tracking [30], social
network modeling [58], and decision making [75].
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We introduce a DBN-based computational framework for human-
computer interactions that appear as stochastic processes with
large amounts of uncertainty. Using a DBN, prior knowledge from
previous HCI research and theories can be integrated, as well as
causal relationships, contextual information, and other relevant
factors. We further introduce integrating LLM-elicited knowledge
for the DBN to adapt to various environments. We directly use this
DBN as an inference engine, enabling real-time intent recognition
in user interactions.

2.4 Using Natural Inputs for Embedded
Interactions

In this paper, we showcase an implementation of our DBN-based
computational framework with an example application in embed-
ded interactions. Embedded interactions [37, 60] are digital inter-
actions embedded within everyday physical environments. IoT
devices, environmentally integrated AR information, and tangible
interface could all form embedded interactions. By extending inter-
actions beyond flat-screen devices into the physical world, users
have opportunities to leverage opportunistically available physical
affordances for input [28, 29]. Wearable devices can detect users’
hand inputs and allow users to control IoT devices through gesture-
based interactions [2, 31, 62]. In addition to hand input, gaze is a
natural input modality that effectively communicates interest and
attention [3, 32, 42, 56]. In embedded interaction scenarios, gaze has
been used for target selection [48], interaction with public displays
[34], and direct control of ambient devices [68]. Rather than rely-
ing on a single natural input modality for embedded interactions,
multimodal inputs can be combined [36] to enhance interaction
efficiency.

Although using natural inputs for embedded interactions can
enable intuitive user experiences, they also introduce uncertainties
to the interaction system. These can arise during sensing, input
interpretation level, and application action processes [61]. Current
embedded interactions utilizing natural inputs are mostly deter-
ministic implementations, failing to account for these uncertainties.
Moreover, as the number and variability of environments and em-
bedded interactions grow, scalability poses a challenge in embedded
interactions [36].

To address this, we introduce a probabilistic modeling approach
to this interaction scenario, accounting for emerging uncertainties.
Our probabilistic model further integrates LLM’s world knowledge,
to enable scalability.

3 A Dynamic Bayesian Network-Based
Framework For Multimodal Context-Aware
Interactions

We introduce a DBN-based computational framework for multi-
modal context-aware interactions (Figure 2). Our approach com-
bines (1) the DBN’s ability to integrate knowledge and dynamically
perform probabilistic reasoning for inference with (2) the LLM’s
world knowledge to fill in knowledge gaps in the DBN, for scalabil-
ity to various environments.

3.1 Walkthrough: Interacting with a
Multimodal Context-Aware System Based
on Our Framework

A walkthrough of a multimodal context-aware system based on our
computational framework is illustrated in Figure 4.

A user’s smart glasses and wristband are integrated with a multi-
modal context-aware interaction system built on our computational
framework. The system runs on a version that supports gaze and
touch input.

When a user enters a new environment, their wearable device(s)
(e.g., smart glasses) will automatically connect to embedded inter-
actions in the environment (e.g., IoT devices, AR elements), and
scan the room to acquire their positions. The system’s prompt-
ing engine uses these embedded interactions to prompt an LLM
to fill in missing knowledge specific for this context, storing it in
the DBN (Figure 4a). As the user interacts in this environment, the
DBN infers the user’s interaction intention by dynamically updating
probability distributions based on evidences collected (Figure 4b).

3.2 Problem Formulation: Improvised
Interactions as a Stochastic Process

Our goal is to enable users to interact effortlessly without prede-
fined interaction mappings in various contexts using multimodal
inputs such as gaze and touch. This scenario can be conceptualized
as users improvising embedded interactions [13], enabled by the
system inferring their intentions in real time. This presents a com-
plex, stochastic problem domain due to the many uncertainties and
temporal dynamics involved.

A stochastic process describes phenomena that evolve over time
and involve uncertainties [16]. Our interaction problem can be un-
derstood as such a process, characterized by a sequence of random
variables {𝑋 1

𝑡 , 𝑋
2
𝑡 , ..., 𝑋

𝑛
𝑡 } where each variable 𝑋 𝑖

𝑡 represents a com-
ponent of the interaction–either observable or latent–at discrete
time steps indexed by 𝑡 . For example, a latent random variable could
be a user’s interaction intent (e.g., brightening the light), and an
observable random variable could be a user’s gaze position or hand
movement. The outcome of each random variable is uncertain. Its
possible values are defined over a probability space. The domain
of each variable, therefore, includes all potential outcomes it can
assume, with probabilities assigned to each possible outcome.

3.3 Bayesian Inference: Reasoning for
Interacting Under Uncertainty

Bayesian inference provides a robust framework to reason under
uncertainty. It integrates prior knowledge and updates beliefs as
new evidence is observed. Bayesian updating can be described by:

Posterior ∝ Likelihood × Prior

Bayesian inference is effective for interaction problems with un-
certainty [71]. For our interaction problem, which we have formu-
lated as a stochastic process, Bayesian inference allows the system
to dynamically update its beliefs about latent variables based on
observable evidence from sensors [51].

Consider a latent variable 𝐿𝑡 representing the user’s interest at
time step 𝑡 . The domain of 𝐿𝑡 is the set O, which encompasses all
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Figure 2: Overview of our dynamic Bayesian network (DBN)-based computational framework for multimodal context-aware
interactions. (a) Devices with multimodal sensing, e.g., gaze and gesture sensors, collect data. (b) Each multimodal input
makes predictions represented as probability distributions over time. (c) The interaction intent-driven dynamic Bayesian
network (Figure 3) models relationships between observations (𝑂), actions (𝐴), and inferred interaction intent (𝐼 ), integrating
world knowledge from the LLM and prior knowledge at each time step. (d) Prior and world knowledge are used to enable
scalability to diverse environments. (e) Lazy propagation updates probability distributions over time, (f) resulting in decision-
making based on a decision threshold.

objects in the environment that offer embedded interactions. Ini-
tially, at time step 𝑡 = 0, user interest 𝐿0 is assumed to be uniformly
distributed across all objects in O. As the system begins to observe
user behavior at time step 𝑡 = 1, specifically where the user’s gaze
𝐺1 is directed, it collects this evidence to refine its beliefs. For ex-
ample, if the user’s gaze at time 𝑡 = 1 focuses on object 𝑂1, the
likelihood 𝑃 (𝐺1 |𝐿1 = 𝑂1) that 𝑂1 is of particular interest increases.
This observation updates the posterior probability 𝑃 (𝐿1 = 𝑂1 |𝐺1),
proportionally to the product of the likelihood of observing 𝐺1
given 𝐿1 = 𝑂1 and the initial uniform belief. This posterior at 𝑡 = 1
becomes the new prior for the next observation at 𝑡 = 2. If, at 𝑡 = 2,
the system again observes the user’s gaze dwelling on 𝑂1, it will
further increase the probability for 𝑂1 being the point of interest.
Conversely, if the gaze shifts to another object 𝑂2 at 𝑡 = 2, the
evidence from this time step will modify the posterior to reflect in-
creased interest in𝑂2, while reducing interest for𝑂1. This iterative
process allows the system to continuously collect evidence and up-
date its belief with refined understanding and dynamic adjustments
over time.

3.4 Dynamic Bayesian Network: Inference with
Integrated Knowledge

Bayesian networks (BN) are shown to be effective structured knowl-
edge representations and inference engines [45, 49, 63]. They en-
code prior beliefs about elements in a system and their relationships,
and allow integration of different kinds of knowledge from vari-
ous sources [9, 57], such as domain knowledge [54], data-driven
knowledge, and causal relationships. DBNs extend BNs to the tem-
poral domain, and are used for modeling stochastic processes, such
as our interaction problem, as formulated above in the previous
Section 3.2. Similar to BNs, DBNs allows integrating dispersed
knowledge in one graphical model.

The integrated knowledge in a DBN can be conceptualized as
priors encoded in the model. Some of these priors may be invariant
across time steps, representing stable knowledge or assumptions
about the interaction system. Others may be updated as new evi-
dence is collected, reflecting the dynamic nature of the interaction
process.

Building upon the general concept of Bayesian updating de-
scribed in Section 3.3, we use a DBN as both a structured integration
of knowledge and an inference engine during interaction. This dual
role allows us to: (1) encode prior knowledge about the interaction



IUI ’25, March 24–27, 2025, Cagliari, Italy Han et al.

Figure 3: Hierarchical structure of the interaction intent-
driven dynamic Bayesian network (IXDBN). (a) The DBN
models user interaction intentions (𝐼 ), which are inferred
from user actions (𝐴1, 𝐴2, ..., 𝐴𝑛). (b) These actions are linked
to system observations (𝑂1,𝑂2, ...,𝑂𝑛), which are derived from
multimodal sensing inputs. The upper layer (a) represents
the hidden aspects of the system (user intentions and actions),
while the lower layer represents observable data that informs
inference.

system, including user behavior, environmental factors, and device
capabilities; (2) continuously collect evidence during the interaction
process; and (3) update beliefs regarding key hypotheses, such as
the user’s interaction intentions, in real time.

We chose DBNs over other temporal probability models, such as
Hidden Markov Models (HMMs) and Partially Observable Markov
Decision Processes (POMDPs), due to their advantages in user mod-
eling. DBNs provide modularity, a natural way to encode causal-
ity, and an effective means of integrating prior knowledge with
data, making them ideal for our interaction framework. Compared
to POMDPs, DBNs offer a more computationally efficient way to
model uncertainty without requiring extensive policy optimization,
making them more suitable for real-time inference in interactive
systems. For a detailed comparison, we refer readers to Oliver et
al. [50].

We describe our high-level approach to designing our DBN below
and provide implementation details in Section 4.

3.4.1 User Intention-Action Model. The stochastic process in our
interaction scenario is fundamentally driven by user intentions. We
adopt the causal theory of action [6, 15], which posits that a user
only performs an action if they have an internal state of intention
leading to that action. From our system’s perspective, both the
user’s intention and actions are latent variables, as they cannot be
directly observed through sensor readings.

Building on intention recognitionmodels for intelligent agents [27],
we introduce an additional causal relationship: user actions result in
observable sensor readings. This intention-to-action model governs
the overall structure of our DBN design (Figure 3), comprising three
levels: the user’s intention (latent), the user’s actions as caused by
their intention (latent), and sensor readings resulting from their

Figure 4: A walkthrough of our framework for interacting
with a multimodal context-aware system. (a) Upon entering
a new context, the system scans the environment, establishes
connections with nearby devices, and integrates information
using the computational framework that includes the DBN
andLLM. The LLMsupports context-specific reasoning,while
the DBN manages inference and decision making. (b) During
interaction, evidences from gaze and touch are collected at
every time step, and the framework dynamically updates
intent inference based on these evidences across time frames.

actions (observable). This structure allows our system to infer user
intentions from observable data, while accounting for the causal
relationship and inherent uncertainty in the process.

3.4.2 Affordance Theory. We incorporate the theory of affordance
into our DBN to reason about interactions and inputs in digital
environments. Affordances are perceivable actionable possibilities
determined by both object properties in a given environment and
an individual’s action capabilities [22]. In our interaction scenario,
environmental objects (e.g., IoT devices, embedded AR interfaces)
afford interaction possibilities, while users can act on these possi-
bilities using natural input modalities enabled by our sensing and
inference system.

Our DBN design reflects this relationship probabilistically. At
each discrete time step, the probability of a user intending an in-
teraction 𝐿 with an object 𝑂 is governed by whether 𝑂 affords
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𝐿:

𝑃 (𝐿 | 𝑂) =
{
𝑃low, if Afford(𝑂, 𝐿) = 0
𝑃high, if Afford(𝑂, 𝐿) = 1

This probabilistic formulation allows our DBN to infer likely user
intentions based on the affordances present in the environment,
guiding the system towards more accurate interpretations of user
actions.

3.4.3 Multimodal Fusion. The DBN fuses multimodal sensing data
together [26, 38]. Instead of sequentially making decisions based
on separate rule-based decisions (e.g., if gaze lingers on the light
beyond a threshold, and a hand touches a surface and slides up...),
the DBN allows for joint reasoning across multiple sensor inputs
together. For example, at every time step, gaze input and hand input
are treated as probability distributions, which are jointly considered
to infer other hidden states).

For this, we model nodes at the observation level to represent
sensor inputs from various sensors, while nodes at the action level,
which connect to them, correspond to the names of human actions
as communicated by sensors. Our DBN can horizontally expand to
integrate additional sensing capabilities as they become available.

Figure 5: Integration of embedded interactions using DBN
and LLM. (a) To adapt to diverse environments that feature
embedded interactions with different sets of devices and
actions, (b) the DBN integrates data from multimodal de-
vices to model user interactions and infer intent, based on
input from (c) the large language model (LLM) that provides
elicited knowledge which supports contextual reasoning. In-
tegrating the DBN and LLM enhances the system’s inference
capabilities by adding relevant world knowledge across di-
verse environments.

3.4.4 Domain Knowledge from an LLM. Traditionally, DBN con-
struction relies on domain knowledge elicited from human experts.
However, to make our system adaptable to various environments,

we propose incorporating an LLM’s world knowledge into the
DBN (Figure 5).

For each new environment a user enters, we prompt an LLM
to act as an interaction design expert. The LLM generates a confi-
dence matrix that maps embedded interactions in that environment
to potential user hand inputs. We incorporate this dynamically
generated knowledge into our DBN through an “adaptable edge”
that updates its value based on the current environment. This ap-
proach offers several advantages. It provides scalability, allowing
the system to adapt to new environments without requiring man-
ual expert input for each scenario. It also offers flexibility, as the
LLM can generate nuanced mappings that account for the specific
characteristics of each environment. By integrating LLM-derived
knowledge, our DBN can makemore informed inferences about user
intentions across a wide range of environments and interaction
scenarios.

Moreover, we design our framework such that the LLM is only
prompted upon entering unseen environments. The retrieved knowl-
edge is then stored in the DBN, which alone runs as the inference
engine for interactions in the environment. This avoids prompting
latency that occurs in end-to-end LLM systems, where the LLM
would otherwise be prompted per potential interaction during inter-
actions, rather than once per unseen environment before interactions
in our framework.

4 System Implementation
To demonstrate our framework, we implement a system for multi-
modal interactions with gaze and touch.

We detail our implementation of the DBN, mathematical formu-
lations of variables and their relationships, inference algorithm, and
LLM prompting methods. The problem formulation for our interac-
tion scenario and the modeling approach for our framework, which
guide this implementation, are described in the previous Section 3.
We use the PyAgrum package [17] for our implementation. .

4.1 Background: Dynamic Bayesian Networks
A DBN is a probabilistic graphical model used to represent temporal
sequences of random variables. It models the dependencies between
hidden states and observations across time. At each time step 𝑡 ,
the system includes a set of hidden variables 𝑋𝑡 and observable
variables𝑂𝑡 . The hidden state at time 𝑡 is influenced by the previous
state, as defined by the transition model 𝑃 (𝑋𝑡 | 𝑋𝑡−1), while the
observation model 𝑃 (𝑂𝑡 | 𝑋𝑡 ) captures the relationship between
the hidden state and the observed data. The DBN relies on the
first-order Markov assumption, which means that the state at time
𝑡 depends only on the state at time 𝑡 − 1. The joint probability of a
sequence from time 𝑡 = 1 to 𝑇 is given by:

𝑃 (𝑋1, 𝑋2, . . . , 𝑋𝑇 ,𝑂1,𝑂2, . . . ,𝑂𝑇 ) =

𝑃 (𝑋1)
𝑇∏
𝑡=2

𝑃 (𝑋𝑡 | 𝑋𝑡−1)
𝑇∏
𝑡=1

𝑃 (𝑂𝑡 | 𝑋𝑡 )

This formulation allows the DBN to infer and update its inference
of hidden states from sequences of observations, making it suitable
for time-dependent inference tasks, such as our interaction scenario.
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4.2 DBN Structure Design
4.2.1 Observation Model. Our observation model is structured
to represent the causal relationships in recognition of a user’s
intention-to-action process. We follow a tri-level intending agent
behavior model [27] as seen in Figure 6. We horizontally expand
the action and observation layers to account for both gaze and hand
inputs. Our observation model spans from the intention node 𝐼 on
the first intention level with edges connecting it to the action nodes
𝐺𝐴 (gaze action node) and 𝐻𝐴 (hand action node).

Figure 6: We structure our observation model based on (a) a
tri-level behavior model for an intending agent, (b) horizon-
tally expanding it to account for actions and observations
from both gaze and hand.

𝐺𝐴 and 𝐻𝐴 are then connected to 𝐺𝑂 (gaze observation node)
and 𝐻𝑂 (hand observation node), respectively. This represents that
users’ acting with their gaze and hands produce observable states
that can be directly observed by the system. Mathematically, this
can be described as:

𝑃 (𝐼 ,𝐺𝐴,𝐻𝐴,𝐺𝑂,𝐻𝑂) = 𝑃 (𝐼 ) · 𝑃 (𝐺𝐴 | 𝐼 ) · 𝑃 (𝐻𝐴 | 𝐼 )
· 𝑃 (𝐺𝑂 | 𝐺𝐴) · 𝑃 (𝐻𝑂 | 𝐻𝐴)

This structure encodes the conditional dependencies among
these variables, making our tri-level observation model both ef-
ficient and generalizable.

4.2.2 Transition Model. To account for how the model should dy-
namically propagate probability beliefs across time, we design a
transition model that encodes the evolution of hidden states across
time slices. This is done by assuming a first-order Markov assump-
tion, where the state at time 𝑡 depends only on the state at time
𝑡 − 1.

As shown in Fig. 7, we model temporal transitions by estab-
lishing conditional dependencies between each time slice t and its
predecessor 𝑡 − 1 for all three hidden variables 𝐼𝑡 , 𝐺𝐴𝑡 , and 𝐻𝐴𝑡 ,
while preserving the observation model’s dependencies.

𝑃 (𝐼𝑡 ,𝐺𝐴𝑡 , 𝐻𝐴𝑡 | 𝐼𝑡−1,𝐺𝐴𝑡−1, 𝐻𝐴𝑡−1) =


𝑃 (𝐼𝑡 | 𝐼𝑡−1)
𝑃 (𝐺𝐴𝑡 | 𝐺𝐴𝑡−1, 𝐼𝑡 )
𝑃 (𝐻𝐴𝑡 | 𝐻𝐴𝑡−1, 𝐼𝑡 )

Figure 7: The transition model defines how hidden states in
the current time slice are influenced by those in the previous
time slice.

4.3 Random Variables and Their Conditional
Probability Distributions

Each node in our DBN is a discrete random variable. It can take a
set of distinct values, known as its domain, with each value having
a specific probability:

𝑃 (𝑋 = 𝑥𝑖 ) = 𝑝𝑖 , where
∑︁
𝑖

𝑃 (𝑋 = 𝑥𝑖 ) = 1

Table 1 provides an overview of all the random variables and their
domains. Although pairs 𝐻𝐴𝑡 and 𝐻𝑂𝑡 , as well as 𝐺𝐴𝑡 and 𝐺𝑂𝑡 ,
both have the same domains, they are distinct variables. Action
variables represent how the user acts with their gaze and hand,
as caused by having an intention to interact. Action variables are
latent to the inference system. Observation variables represent
sensor readings that the inference system can directly access. They
are governed by conditional probability distributions and do not
assume the same values.

Edges in a Dynamic Bayesian Network represent conditional
dependencies between nodes, defined by Conditional Probability
Distributions (CPDs). A CPD 𝑃 (𝑋 | Parents(𝑋 )) specifies how
the value of a node depends on its parent nodes, capturing the
probabilistic relationships between variables. In the following, we
detail each random variable and CPD for the reproducibility of this
work.

4.3.1 Intention Prior. Intention 𝐼 is positioned at the top level of
the network in each time slice. At the initial time step 𝑡 = 0, the
prior distribution for 𝐼0 is drawn from a Dirichlet distribution:

𝑃 (𝐼0) ∼ Dirichlet(𝛼)
where the concentration parameter 𝛼 is evenly distributed across
all possible actions, and weight controls the concentration of the
distribution:

𝛼 = weight · 1𝑘
This Dirichlet prior serves as a conjugate prior to the multino-

mial distribution, which governs 𝐼𝑡 . The sampled values introduce
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Table 1: Overview of random variables in our DBN and their domains.

Random
Variable

Description Domain Domain Description

Latent Intention and Action Parameters

𝐼𝑡 Interaction intention at time 𝑡 E = {𝐸1, 𝐸2, . . . , 𝐸𝑘 } Embedded interactions in environ-
ment (e.g., turn off light, turn up vol-
ume)

𝐺𝐴𝑡 Gaze targeting action at time 𝑡 O = {𝑂1,𝑂2, . . . ,𝑂𝑛} Objects with interaction affordances
in environment (e.g., IoT lamp, IoT
speaker)

𝐻𝐴𝑡 Hand input action at time 𝑡 A = {𝐴1, 𝐴2, . . . , 𝐴𝑚} Hand inputs (e.g., 0D touch, slide
right, slide left...)

Observation Parameters

𝐺𝑂𝑡 Gaze position at time 𝑡 O = {𝑂1,𝑂2, . . . ,𝑂𝑛} Objects with interaction affordances
in environment (e.g., IoT lamp, IoT
speaker)

𝐻𝑂𝑡 Hand observation at time 𝑡 A = {𝐴1, 𝐴2, . . . , 𝐴𝑚} Hand inputs (e.g., 0D touch, slide
right, slide left...)

variability in the initial conditions, allowing the model to incorpo-
rate uncertainty and reflect the diversity of possible outcomes.

4.3.2 Intention at Time Slice 𝑡 . After the initial time slice, the con-
ditional probability distribution (CPD) for the intention variable 𝐼𝑡 ,
given the intention 𝐼𝑡−1, is modeled as follows:

The Dirichlet parameters for 𝐼𝑡 , denoted as 𝛼𝐼𝑡 , are organized
into a matrix of shape 𝑘 × 𝑘 , where 𝑘 is the number of embedded
interactions. Initially, each element in 𝛼𝐼𝑡 is set to a base value (e.g.,
3) to ensure a moderate degree of variability across transitions. The
diagonal elements of 𝛼𝐼𝑡 are then set to a higher value𝑤given 𝐼0 (e.g.,
10) to bias the distribution towards maintaining the same intention
across consecutive time slices.

The CPD for 𝐼𝑡 is sampled from a Dirichlet distribution for each
row 𝑖 of the matrix, reflecting the probability distribution over
possible intentions 𝐼𝑡 given 𝐼𝑡−1 = 𝑖:

𝑃 (𝐼𝑡 | 𝐼𝑡−1 = 𝑖) ∼ Dirichlet(𝛼𝐼𝑡 [𝑖, :])

This introduces a higher probability for intentions to remain
consistent across time slices, while still allowing for transitions to
other intentions.

4.3.3 Gaze Action Prior. At the initial time step 𝑡 = 0, the prior
distribution for Gaze Action𝐺𝐴0 is drawn from a Dirichlet distribu-
tion. The parameter vector 𝛼𝐺𝐴0 is of length𝑚 + 1, where𝑚 is the
number of objects affording interactions, and the extra component
represents a non-action or null state. Each element of 𝛼𝐺𝐴0 is set
to a uniform base value controlled by the weight parameter. The
prior is sampled to model uncertainty:

𝑃 (𝐺𝐴0) ∼ Dirichlet(𝛼𝐺𝐴0)

where:

𝛼𝐺𝐴0 = weight · 1𝑚+1

4.3.4 Gaze Action at Time Slice 𝑡 . At any time slice 𝑡 > 0, the CPD
for 𝐺𝐴𝑡 is modeled using a Dirichlet distribution that incorporates
dependencies on both the previous gaze action 𝐺𝐴𝑡−1 and the
current intention 𝐼𝑡 . The conditional probability is expressed as:

𝑃 (𝐺𝐴𝑡 | 𝐺𝐴𝑡−1, 𝐼𝑡 ) ∼ Dirichlet(𝛼𝐺𝐴𝑡_𝐺𝐴𝑡−1_𝐼𝑡 )
where the parameter matrix 𝛼𝐺𝐴𝑡_𝐺𝐴𝑡−1_𝐼𝑡 is influenced by both
𝐺𝐴𝑡−1 and 𝐼𝑡 .

Since 𝐼𝑡 ’s domain is all the embedded interactions in the envi-
ronment E, and 𝐺𝐴𝑡 ’s domain is all the objects with interaction
affordances O, we express these domains as:

𝐼𝑡 ∈ E = {𝐸1, 𝐸2, . . . , 𝐸𝑚}, 𝐺𝐴𝑡 ∈ O = {𝑂1,𝑂2, . . . ,𝑂𝑛}
We draw on affordance theory to motivate the prior:

𝑃 (𝐸𝑖 | 𝑂 𝑗 ) =
{
𝑃low, if Afford(𝑂 𝑗 , 𝐸𝑖 ) = 0
𝑃high, if Afford(𝑂 𝑗 , 𝐸𝑖 ) = 1

We utilize affordance relationships between embedded interac-
tions and objects affording interactions to prioritize gaze actions.
Specifically, when 𝐼𝑡 = 𝐸𝑖 (where 𝐸𝑖 is an embedded interaction
afforded by an object 𝑂 𝑗 ), the Dirichlet parameters are adjusted to
increase the likelihood that 𝐺𝐴𝑡 = 𝑂 𝑗 :

𝛼𝐺𝐴𝑡_𝐺𝐴𝑡−1_𝐼𝑡 [𝑖, 𝑗] ∝ 𝑤given 𝐼𝑡 ·Affords(𝑂 𝑗 , 𝐸𝑖 )
To promote consistency in gaze actions over time, a higher weight
𝑤given𝐺𝐴𝑡−1 is applied to the probability of continuing the previous
gaze action 𝐺𝐴𝑡−1 into the current time step. This creates a bias
toward maintaining the same gaze action unless influenced by other
factors. The model combines the effects of both the previous gaze
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action𝐺𝐴𝑡−1 and the current intention 𝐼𝑡 by adjusting the Dirichlet
parameters accordingly. This approach balances gaze consistency
with responsiveness to current intentions, allowing the model to
predict gaze actions that are both consistent with past behaviors
and adaptive to the user’s current intentions.

4.3.5 Hand Action Prior. At the initial time slice 𝑡 = 0, the prior
distribution for hand action 𝐻𝐴0 is drawn from a Dirichlet distri-
bution. The parameter vector 𝛼𝐻𝐴0 corresponds to the number of
possible gestures, each representing a different hand action. Each
element of 𝛼𝐻𝐴0 is set to a uniform value controlled by the weight
parameter, modeling uncertainty:

𝑃 (𝐻𝐴0) ∼ Dirichlet(𝛼𝐻𝐴0)
where:

𝛼𝐻𝐴0 = weight · 1gestures

4.3.6 Hand Action at Time Slice 𝑡 . At any time slice 𝑡 > 0, the CPD
for 𝐻𝐴𝑡 is modeled using a Dirichlet distribution that depends on
both the previous hand action 𝐻𝐴𝑡−1 and the current intention 𝐼𝑡 :

𝑃 (𝐻𝐴𝑡 | 𝐻𝐴𝑡−1, 𝐼𝑡 ) ∼ Dirichlet(𝛼𝐻𝐴𝑡_𝐻𝐴𝑡−1_𝐼𝑡 )
where the parametermatrix𝛼𝐻𝐴𝑡_𝐻𝐴𝑡−1_𝐼𝑡 is shaped by both𝐻𝐴𝑡−1
and 𝐼𝑡 .

Given that 𝐼𝑡 spans all embedded interactions in the environment
E, and 𝐻𝐴𝑡 spans all hand inputs A:

𝐼𝑡 ∈ E = {𝐸1, 𝐸2, . . . , 𝐸𝑚}, 𝐻𝐴𝑡 ∈ A = {𝐴1, 𝐴2, . . . , 𝐴𝑛}

We construct the Dirichlet parameters to prioritize hand inputs
that align with interaction intentions, using an expert elicitation
matrix 𝐿 elicited from an LLM . Specifically, when 𝐼𝑡 = 𝐸𝑖 (where
𝐸𝑖 is associated with hand input 𝐴 𝑗 ), the Dirichlet parameters are
adjusted to increase the likelihood that 𝐻𝐴𝑡 = 𝐴 𝑗 :

𝛼𝐻𝐴𝑡_𝐻𝐴𝑡−1_𝐼𝑡 [𝑖, 𝑗] ∝ 𝑤given 𝐼𝑡 ·𝐿[𝑖, 𝑗]
where 𝐿[𝑖, 𝑗] indicates the relevance of hand input𝐴 𝑗 for embedded
interaction 𝐸𝑖 .

To maintain consistency in hand actions over time, a higher
weight𝑤given 𝐻𝐴𝑡−1 is applied to the probability of continuing the
previous hand action 𝐻𝐴𝑡−1 into the current time slice, favoring
continuity unless other factors intervene. By combining the effects
of both the previous hand action 𝐻𝐴𝑡−1 and the current intention
𝐼𝑡 , the model achieves a balance between maintaining hand action
consistency and adapting to the user’s current intentions.

4.3.7 Gaze Observation (GO) and Hand Observation (HO). Gaze
observation 𝐺𝑂𝑡 and hand observation 𝐻𝑂𝑡 serve as observable
evidence within the model, reflecting the user’s gaze and hand
actions at any time slice 𝑡 > 0. Unlike the intention variables,𝐺𝑂𝑡

and 𝐻𝑂𝑡 do not have priors at 𝑡 = 0; instead, they are conditionally
dependent on the corresponding gaze action 𝐺𝐴𝑡 and hand action
𝐻𝐴𝑡 , respectively.

The CPD for 𝐺𝑂𝑡 is modeled as:

𝑃 (𝐺𝑂𝑡 | 𝐺𝐴𝑡 ) ∼ Dirichlet(𝛼𝐺𝑂 )

where the Dirichlet parameter matrix 𝛼𝐺𝑂 is designed to align𝐺𝑂𝑡

closely with 𝐺𝐴𝑡 , applying a higher weight 𝑤GA_GO_match when
the gaze observation matches the gaze action.

Similarly, the CPD for 𝐻𝑂𝑡 is modeled as:

𝑃 (𝐻𝑂𝑡 | 𝐻𝐴𝑡 ) ∼ Dirichlet(𝛼𝐻𝑂 )

where the Dirichlet parameter matrix 𝛼𝐻𝑂 applies a higher weight
𝑤HA_HO_match when the hand observation matches the hand action.

These CPDs ensure that the observable evidence 𝐺𝑂𝑡 and 𝐻𝑂𝑡

reflect the most likely gaze and hand observations given the cor-
responding actions, thereby reinforcing the alignment between
observed and intended actions.

4.4 Inference
We use Lazy Propagation [47] as our inference algorithm, which
provides a way of fast inference updating the entire body of random
variables in the DBN.

4.5 LLM Elicitation
To provide necessary knowledge to the DBN in different contexts,
we elicit an LLM for this knowledge and integrate it into the DBN’s
CPD(s). For the multimodal interaction system with gaze and touch
input, we require prior conditional probabilities mapping embedded
interactions in different contexts to system-supported touch inputs.

This elicitation happens upon a user entering an unseen envi-
ronment. The elicited information is processed and stored in the
DBN for the user to conveniently interact in this environment. No
other reconfiguration or training is needed.

We implement our prompting engine with a Python interface
connecting to OpenAI API. We prompt gpt-4o-mini and ask the
model to adopt a persona of an interaction designer, as human
expert knowledge elicitation is an established way of constructing
DBNs [72]. We provide an output structure1 to the LLM to ensure
that the output is a confidence matrix establishing an expert’s
prior belief on conditional probabilities mapping context embedded
interactions and system-supported touch inputs. This output is
then processed into a Dirichlet distribution to form the CPD for
node 𝐻𝐴𝑡 .

Our elicited information consists of simple input-output likeli-
hoods for IoT devices and AR interfaces, which are typically easy for
human designers and users to agree upon. We did not experience
any prompting inconsistencies in our experiments. See Appendix A
for the prompts used.

5 Evaluation
To evaluate our DBN’s performance during online interaction inten-
tion inference, we conducted a study with 10 participants (F = 4, M
= 5, Non-binary = 1; Average age = 28.3). We simulate an everyday
office scenario with embedded interactions and implement natural
input modalities of gaze and surface-based hand input. Participants
were asked to act on embedded interactions using natural inputs
in ways most intuitive to them. During this process, our DBN
performs online inference and outputs inferred interactions.

1https://platform.openai.com/docs/guides/structured-outputs

https://platform.openai.com/docs/guides/structured-outputs
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5.1 Apparatus and Study Setup

Figure 8: Study setup mimicking an office environment. Par-
ticipants wore an AR headset and a ring (highlighted in yel-
low) that tracked gaze and hand positions and touch input on
passive surfaces. Five physical objects (highlighted in blue)
simulated objects that afford embedded interactions: an AR
photo album, an IoT speaker, an IoT desk lamp, an IoT tem-
perature monitor, and an IoT web camera, arranged from left
to right.

We used a commercial AR headset (Meta Quest Pro) for tracking
gaze and hand positions and a ring-based input device [35] for
sensing touch on passive surfaces. For hand input, we simulated
opportunistic tangible interactions that are generalizable to act on
many embedded interactions. For this reason, we detected surface-
based inputs on passive surfaces, and specifically implemented
per-frame detection of a 0D press and 1D slides in the four cardinal
directions [8]. We used Unity to implement tracking input and built
a socket connection to run our DBN in real time with Python 3.11.7
for online inference.

The physical study environment was set up to mimic an office
environment (Figure 8). We arranged five physical objects to simu-
late objects affording embedded interactions, including an IoT desk
lamp, an AR photo album, an IoT web camera, an IoT speaker, and
an IoT temperature monitor. To test our DBN’s ability in mitigating
uncertainty, we deliberately design the study setup to include a
small object (IoT web camera), objects placed closely together (AR
photo album and IoT speaker), and overlapping objects (IoT web
camera and IoT temperature monitor). Each object had at least two
interaction affordances, with a total of 12 embedded interactions in
the study scenario.

We further set up a notebook which was taped with copper tape
decorations on its cover. This was because the ring-based input
device detected passive touch on conductive surfaces. We used this
notebook to simulate opportunistically available surfaces that users
could leverage in any environment for natural input.

5.2 Procedure
A study conductor first introduced participants to objects affording
embedded interactions in their environment. Participants were
asked to look at each object as it was introduced. The notebook was
introduced as an opportunistically available surface for tangible

input. Participants were onboarded with the five types of surface-
based inputs implemented, including 0D touch and 1D slides in the
four cardinal directions. They tried performing these five surface-
based inputs using their index finger on the notebook’s cover.

Before data collection began for each participant, the study con-
ductor ran a script that generated a random order for performing
the 12 embedded interactions five times. Participants were informed
that they would be given an interaction intention and should use
their gaze and tangible input on the notebook to perform the inter-
action. The study conductor then provided interaction intentions in
a random order, as determined by the script. After reading an inter-
action intention, the study conductor logged it as ground truth by
pressing a key on the keyboard for the duration of the interaction.

As participants performed natural inputs, the DBN observed their
gaze and hand tracking data at each time step and dynamically
updated its belief about their interaction intention. The system
outputted a decision when the skewness value of the interaction
intention variable exceeded a threshold.

An interaction was concluded once the system outputted a deci-
sion matches the ground truth or when the participant decided to
move on to the next interaction. The study conductor then provided
the participant the next interaction intention. On average, the data
collection process took approximately 10 minutes per participant.

5.3 Logged Data
For each interaction, the study system logged data at every frame.
The logged data include user inputs (gaze position, hand touch
state, and hand movement), probability distributions for all system
variables, ground truth interaction intention (as given by the study
conductor), and system-inferred interaction intention. The logged
data was used for further analysis. The study conductor also noted
anomaly behaviors from participants during the study.

After the study, the logged data was cleaned to remove human
errors that influence the analysis of the results. This included occa-
sions of misinterpretations in which participants missed, misheard,
or asked follow-up questions regarding the prompted interaction
intention. We used a 2 s reaction time threshold to filter such data
that added noise to our system evaluation. In these occasions, there
exist relative large time discrepancies between a ground truth in-
teraction intention being logged, and for it to actually become
the participant’s internal intention. Figures 9 and 10 show logged
inference and ground truth data from two study participants.

5.4 Study Results
Online inference results (Figure 11) show that our system achieves
overall high per-frame accuracy with 0.83 per-frame accuracy, 0.87
per-frame precision, 0.83 per-frame recall, and 0.83 per-frame F1
score on average across interaction intentions. Figure 12 shows
accuracy metrics for each interaction intention: “Increase volume”
and “Decrease volume” have low recall scores. Figure 11 shows that
the two were often mistaken with “Play/pause”. This is because
“Increase volume,” “Decrease volume,” and “Play/pause” all belong to
the same object, the IoT music player. Vertical sliding inputs, which
participants commonly used for increasing and decreasing volume,
require touching the input surface first, which is often taken as
a “press” input for the first few frames. However, our system was



IUI ’25, March 24–27, 2025, Cagliari, Italy Han et al.

Figure 9: Logged interaction data for P10. The top figure plots the ground truth interaction intents (blue dots) and our system’s
inferences (orange crosses) over time. The bottom figure provides a zoomed-in view of a time segment (yellow-highlighted
region) from the top figure, showing a frame-by-frame comparison between the ground truth interaction intents (top row)
and the system’s predicted intents (bottom row). The color-coded legend corresponds to different interaction intents. This
illustrates that the system’s inferences closely align with the ground truth and that the system quickly infers the correct
interaction intent after the ground truth action occurs.

able to dynamically update and change its inference rather quickly.
Figure 10 shows an example of this dynamic change around time
50 s.

5.5 Discussion
Discussion. The results show that our system employing IXDBN
handles uncertanties in noisy multimodal inputs of gaze and ring-
based gestures effectively to distinguish users’ intent to interact,
even in a complex setup where the embedded devices with similar
affordances are placed in proximity to each other.

As shown in the confusion matrix in Figure 11, the current per-
frame results involve misclassifications caused by fast decision
made by the system (e.g., the first tap of a slide as a tapping ges-
ture). While this highlights the fast inferencing capability of the
system using our DBN-based approach, it degrades the per-frame
classification accuracy for the embedded interaction. The classifica-
tion accuracy using our model can be improved by improving the
decision threshold for the final classification decision (Figure 2f)
based on different applications.

We also observed that during the study, some participants demon-
strated contrasting habits toward multimodal interaction. For ex-
ample, for the interactions “Flip to next photo” and “Flip to previous
photo” embedded in an AR photo album, some participants swiped
in the opposite direction to the majority. Future work could address
such individual preferences through personalization of the DBN’s
CPD to adapt to user preferences over time.

Limitations.While our initial evaluation demonstrated the promise
of our approach, several limitations warrant discussion. Our cur-
rent study is focused primarily on evaluating the real-time system
performance with participants, but it lacks comparative analysis
against alternative approaches such as end-to-end LLM prompting
systems, data-driven models, or rule-based systems. Such compar-
isons would better illuminate the relative strengths and weaknesses
of our approach. Additionally, our evaluation would benefit from
greater contextual and demographic diversity—testing across vari-
ous environments (e.g., living rooms, kitchens, museums) and with
a more diverse participant pool (varying in age, physical capabili-
ties, and interaction habits), providingmore comprehensive insights
into the system’s consistency and adaptability (including potential
biases in LLM-elicitation).
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Figure 10: Logged interaction data for P2.

Figure 11: Confusion matrix of per-frame results. The results highlight occurrences of misclassifications where the first tapping
gesture when sliding (e.g., increasing/decreasing volume) is misclassified into the tap gesture (e.g., turn on/off), due to the fast
inference made by our system.

Future Work. Our framework opens several promising directions
for future research, spanning both systems development and prac-
tical applications. From a systems perspective, longitudinal studies
could explore how the DBN’s parameters adapt to accumulated user
data over time, potentially improving personalization and inference

accuracy gradually. Additionally, the hybrid nature of our approach
enables the integration of various pre-trained models into the DBN,
expanding its capabilities across diverse use cases. From an applica-
tions standpoint, our multimodal context-aware interaction system
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Figure 12: Accuracy metrics for individual interaction intentions shows overall good performance. Recall scores are low for
"Increase Volume" and "Decrease Volume" due to misdetected touch input in the first few frames, which our system dynamically
addressed in following frames.

shows significant potential for users with physical limitations, en-
abling more convenient and accessible environmental interactions
across various contexts. However, further research is needed to
assess the system’s specific benefits and limitations for different
user populations. Future studies could also explore how our frame-
work adapts to emerging interaction contexts, such as smart homes,
healthcare environments, and educational settings, where multi-
modal context-aware interactions could provide substantial value.

6 Conclusion
In this work, we proposed a novel dynamic Bayesian network-based
computational framework for multimodal context-aware interac-
tions. We implemented a system utilizing this framework that al-
lows online interaction intent inference without pre-mappings of
multimodal interactions using gaze and touch inputs. We performed
an evaluation study to assess our system’s performance.

The key concept of our approach is to use a DBN to structure
and integrate various prior knowledge, while leveraging an LLM’s
world knowledge to fill in the unknowns in the DBN, for it to
become an effective inference engine for interactions. This approach
poses several benefits of: maintaining a small network while being
scalable to various contexts; temporally aligning sensor inputs;
and allowing for scalability to more sensor inputs. Our approach
also accounts for the uncertainties that exist in interaction, while
performing per-frame inference with low latency. Future works
can adapt our core concept to various intent-driven interactions.

Our tri-level DBN is a generalizable structure for different intent-
driven interactions. However, it has not yet understood the more
expressive and less common inputs, such as rotating a coffee mug
to play music volume. Explorations of using other Artificial Intelli-
gence systems and external knowledge bases are needed for this
understanding and integration into our DBN.

Furthermore, the explainability of our approach (outputting prob-
ability distributions for every system variable at every time step)

offers opportunities to use this for interaction, such as feedforward
and feedback visualizations [61]. Integrations of such mechanisms
may account for the interaction context, as our current relatively
simple multi-modal interactions are intuitive to control and happen
very fast. Feedback and feedforward mechanisms may be added to
more elaborate interactions.
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A LLM Elicitation
This section contains prompts for LLM elicitation at each new
context.

A.1 System Prompt
You are an experienced interaction designer with in-depth knowl-
edge of the gestures commonly used for various embedded interac-
tions involving IoT devices and AR interfaces in user environments.
I am designing a probabilistic system to infer users’ interaction
intentions by observing their gestures. You will provide expert ad-
vice on constructing conditional probability distributions for this
purpose.

A.2 User Prompt
I have a list of gestures and a set of embedded interactions. Each
interaction specifies an action and its associated object. Here are
the gestures: {gestures}. The embedded interactions are: {embed-
ded_interactions_strs}. For each interaction, could you assign a
most probable gesture, and a confidence score on a scale from 1 to
7 (1 = least confident, 7 = most confident) indicating how likely it
is to be used for that interaction?
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